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Positive Maps

During the past �ve decades studies of positive maps represented

one of the most active and fertile research topics in matrix algebra

and, more generally, in C ∗-algebra theory. In recent years, there

have been many papers which studied duality between linear

operators on the tensor product of two Hilbert spaces H1 ⊗H2

and linear maps that send elements of the algebra B(H1) of linear

operators on H1 to elements of B(H2),

Φ : B(H1)→ B(H2) (1)

Very often the motivation for such investigations comes from

physics, in particular from the theory of open quantum systems and

from quantum information theory.
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Positive Maps

The main objective of my presentation is to discuss some properties

of linear maps which are positive but not completely positive (CP)

and the structure of such maps.

These maps correspond to the so-called entanglement witnesses �

special observables de�ned on Hilbert spaces of composed quantum

systems. For simplicity we will restrict ourselves to the simplest case

of composite systems: bipartite systems of �nite, but otherwise

arbitrary dimensions. States of such systems are, in general, mixed

and are described by density matrices.
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Positive Maps

Let A = B(H) be the full algebra of linear operators on

N-dimensional Hilbert space H. If H = H1 ⊗H2, then the

algebras B(H1 ⊗H2) and B(H1)⊗B(H2) are isomorphic. The

inner product in the vector space H1 ⊗H2 is de�ned by

((x1 ⊗ y1, x2 ⊗ y2)) := (x1, x2)1 · (y1, y2)2 (2)

for all x1, x2 ∈H1 and y1, y2 ∈H2, and extended by linearity for

general expressions in H1 ⊗H2. Symbols ( · , · )1 and ( · , · )2
denote inner products in H1 and H2, respectively.
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Positive Maps

One de�nes the inner product in the algebra A1 ⊗A2 which gives

analogously the Hilbert space structure

[[A1 ⊗ B1, A2 ⊗ B2]] := [A1, A2]1 · [B1, B2]2 (3)

for all A1,A2 ∈ A1 = B(H1) and all B1,B2 ∈ A2 = B(H2).
Symbols [ · , · ]1 and [ · , · ]2 stand for inner products in A1 and A2,

respectively, and [X ,Y ]i := tri (XY
∗).
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Positive Maps

It is well known that if a linear map Φ : A→ A sends the set

A∗ = {X ∈ A : X = X ∗} of all hermitian elements of A into

itself, then Φ can be represented in the form

Φ(X ) =
κ∑

i=1

aiKiXK
∗
i , (4)

where Ki ∈ A, and ai , i = 1, . . . , κ, are real numbers.

In general, all maps of the above form are hermiticity preserving,

yet this representation is not unique: typically for a given Φ there

exist many possible representations of the form (4). The smallest κ
in (4) is called the minimal length of Φ. If we assume that the

operators Ki , for i = 1, . . . , κ, are linearly independent, then κ in

(4) must be minimal.
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k-Positive Maps

Recall that a map Φ : A→ A which preserves the set A∗ of
hermitian elements is called positive if Φ(X ) ­ 0 whenever X ∈ A
is positive, i.e. (Xη, η) ­ 0 for all η ∈H.

k-Positive maps

A map Φ is called k-positive if its k-ampli�cation Φ(k) := 1lk ⊗ Φ,

that is the map

1lk ⊗ Φ : Mk(C)⊗A→ Mk(C)⊗A (5)

is positive.

Mk(C) denotes here the set of all k × k complex matrices. We can

identify Mk(C)⊗A with the set of all k × k matrices Mk(A) with

entries from A.
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Completely Positive Maps

De�nition

Φ is called completely positive if it is k-positive for all k = 1, 2, . . . .

This terminology goes back to Stinespring. It is well known that for

A = B(H), where H denotes N-dimensional Hilbert space,

N-positive maps on A are already completely positive, (M.D. Choi).

Let us observe that all hermitian-preserving maps which are not

only positive but completely positive can be written in the form (4)

with positive ai , i = 1, . . . κ, i.e. by

Φ(X ) :=
κ∑

i=1

K̃iXK̃ ∗i , (6)

where K̃i =
√
aiKi and κ ¬ N2. Relation (6) is the so-called Kraus

representation of a completely positive map Φ.
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Completely Positive Maps

Kraus representation is very useful in quantum information theory.

In particular, CP maps are used to describe the so-called quantum

operations and quantum channels. In general, any map which is

positive but not completely positive can be represented as a

di�erence of two CP maps

Φ(X ) =
κ1∑
i=1

KiXK
∗
i −

κ2∑
j=1

MjXM
∗
j , (7)

where operators K1, . . . ,Kκ1 , M1, . . . ,Mκ2 are linearly independent

and

κ = κ1 + κ2 (8)

denotes the minimal length of Φ.

It was shown by R. Timoney that any map Φ of the form (7) which

is p-positive, where p = [
√
κ ], must be completely positive.
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Entanglement Witnesses

In fact, there exists a close relationship between positive maps

which are not completely positive and the concept of entanglement

witnesses, i.e. observables (self-adjoint operators) on Hilbert spaces

of composite systems that permit to detect the presence of

entangled states.

Entanglement witness

An operator W ∈ B(H1 ⊗H2) is an entanglement witness if it

ful�ls the following conditions

(i) ((x ⊗ y , Wx ⊗ y)) ­ 0 for all x ∈H1 and y ∈H2,

(ii) there exists η ∈H1 ⊗H2 such that ((η, W η)) < 0.
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Entanglement Witnesses

In simple words, an entanglement witness, not being a positive

operator itself, is positive on product states (in quantum-informat-

ion terminology: on separable pure states).

Recall that there exists a one-to-one correspondence between

positive maps Φ : B(H1)→ B(H2) and hermitian operators W on

H1 ⊗H2 that ful�l condition (i), ((x ⊗ y , Wx ⊗ y)) ­ 0. In other

words, there exists an isomorphism

Ω : B(A1,A2)→ B(H1 ⊗H2) (9)

de�ned by

Ω(Φ) :=
∑
i

Ei ⊗ Φ(Ei ) , (10)

where Φ : B(H1)→ B(H2) and {Ei}N
2

i=1
is any orthonormal basis

in A1 = B(H1).
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Entanglement Witnesses

Denoting WΦ = Ω(Φ) we can say that a linear map Φ ∈ B(A1,A2)
transforms hermitian operators in A1 to hermitian operators in A2

if and only if the operator WΦ is hermitian on H1 ⊗H2.

Analogously, it was proved more than �ve decades ago that a linear

hermitian map Φ(X ) =
∑κ

i=1
aiKiXK

∗
i sends positive operators in

A1 to positive operators in A2 if and only if the operator WΦ ful�ls

((x ⊗ y ,WΦx ⊗ y)) ­ 0 (11)

for all x ∈H1 and y ∈H2.
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Entanglement Witnesses

Of course, the condition ((x ⊗ y ,WΦx ⊗ y)) ­ 0 is weaker than

the condition for positive semi-de�niteness on H1 ⊗H2, since

vectors of the form x ⊗ y do not constitute the whole vector space

H1 ⊗H2. If we have ((η, WΦη)) ­ 0 for all η ∈H1 ⊗H2, then Φ
is completely positive.

This means that observables that are entanglement witnesses

correspond to positive maps which are not completely positive or,

on the base of the previous discussion, have the form

Φ(X ) =
κ1∑
i=1

KiXK
∗
i −

κ2∑
j=1

MjXM
∗
j ,

with minimal length κ1 + κ2.
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The Structure of CP Maps

Let Mn(C) be the space of n × n complex matrices. Examining the

expression

Φ(X ) =
κ∑

i=1

AiXA
∗
i (12)

we see that every CP map can be associated with the subalgebra of

Mn(C), namely, the algebra A(A1, . . . ,Aκ) generated by

A1, . . . ,Aκ. Intuitively, this algebra contains all expressions in the

form An1
i2
An1
i2
· · ·Anκ

iκ
and their linear combinations. This algebra is

independent of the particular representation (12), and thus we can

also use the notation A(Φ). Every quantum map has to be

positive, i.e. it has to preserve the positive cone M+
n (C) in Mn(C).
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The Structure of CP Maps

Irreducible maps

A CP map Φ : Mn(C)→ Mn(C) is called irreducible if there exists

no nontrivial face of the cone M+
n (C) invariant under Φ.

If the map Φ is given by its Kraus decomposition, the above

de�nition can be expressed in an equivalent way:

Irreducible maps

A CP map Φ : Mn(C)→ Mn(C) given by

Φ(X ) =
κ∑

i=1

AiXA
∗
i

is irreducible i� the operators A1, . . . ,Aκ have no nontrivial

common invariant subspace.

Trivial subspaces are {0} and Cn.
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The Structure of CP Maps

Now, we will make use of the classical result stating that if a given

algebra A(Φ) is a *-algebra, i.e. it is closed under Hermitian

conjugation, then one can choose an orthonormal basis in which A
is block-diagonal (Barker, Ei�er, Kezlan, 1978).

Corollary

Let H ' Cn, B(H) ' Mn(C) and let Φ : Mn(C)→ Mn(C) be a

trace preserving or unital CP map written in the Kraus form,

Φ(X ) =
κ∑

i=1

AiXA
∗
i . (13)

If A(A1, . . . ,Aκ) is a *-algebra, then there exists an orthonormal

basis {ei}ni=1
and natural numbers d1, . . . , dN for which all Kraus

operators have the block diagonal form, where each block Aim has

dimension dm × dm,
∑

j dj = n and A(A1m, . . . ,Aκm) ' Mdm(C).
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The Structure of CP Maps

Consequently, there exists a decomposition of the Hilbert space H
such that

H =
N⊕
j=1

Hj , (14)

where dimHk = dk for k = 1, . . . ,N, Aim : Hm →Hm, and

Aim = Ai |Hm
. (15)

The most important examples of the maps for which the algebra

A(Φ) is a *-algebra are unital quantum channels. In essence, the

above Corollary states that if A(Φ) is a *-algebra, then one can

decompose (�reduce�) the Kraus operators into smaller, irreducible

blocks.
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The Structure of CP Maps

Now the question is, how we can investigate the structure of the

algebra A(Φ), in order to check the dimensionality of the blocks in

the decomposition of the algebra (we are dealing with maps for

which A(Φ) is a *-algebra, so such decomposition exists). There

are several tools for analysing the internal structure of the algebra

A(Φ) using only its generators, that is, its Kraus operators. The

most important are the Shemesh criterion and the Amitsur-Levitzki

theorem.
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The Structure of CP Maps

Theorem (Shemesh 1984)

Matrices A,B ∈ Mn(C) have a common eigenvector if and only if

M =
n−1⋂
k,l=1

ker[Ak ,B l ] 6= {0} . (16)

It is not di�cult to show that M is the smallest subspace of

H = Cn which contains all common eigenvectors of the matrices A
and B . At the same time, the subspace M de�ned in (16) is the

common invariant subspace of A and B on which they commute.

Condition (16) can be represented in an equivalent form: A and B
have a common eigenvector i�

det

 n−1∑
k,l=1

[Ak ,B l ]∗[Ak ,B l ]

 = 0.
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The Structure of CP Maps

There exists a generalisation of the Shemesh theorem for an

arbitrary number of matrices.

Theorem (Pastuszak, Jamioªkowski, 2015)

Assume that H,A1, . . .As ∈ Mn(C) and that H has all distinct

eigenvalues. Let

N(H,A1, . . . ,As) =
n−1⋂
k=1

s⋂
i=1

ker[Hk ,Ai ] . (17)

Then the marices H,A1, . . . ,As have a common eigenvector i�

N(H,A1, . . . ,As) 6= {0}.
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The Structure of CP Maps

The standard polynomial for n noncommutative variables

X1, . . . ,Xn is de�ned in the following way:

Sn(X1, . . . ,Xn) =
∑
σ∈Sn

signXσ(1) · · ·Xσ(n) , (18)

where the summation runs over all permutations of {1, . . . , n}.

Theorem (Amitsur and Levitzki, 1950)

The full matrix algebra Mn(C) satis�es the standard polynomial

identity of order 2n, that is, for all matrices A1 . . . ,A2n, we have

S2n(A1, . . . ,A2n) = 0 . (19)

Moreover the algebra Mn(C) satis�es no identity of order smaller

than 2n.
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The Structure of CP Maps

Let us observe that according to the above theorem the algebra

Md+1(C) cannot satisfy the standard identity for n = 2d . In other

words, the algebra Mk(C) satis�es the identity S2d = 0 when

k ¬ d , but does not satisfy it for k ­ d + 1.

The way of using the Amitsur-Levitzki theorem to analyze the

structure of CP maps is discussed in:

A. Jamioªkowski, �Applications of PI algebras to the analysis of

quantum channels�, Int. J. Quant. Inf., 2012.
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